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may tolerate some packet losses. Howewamanaged data IP

networks have been designed to deliver reliablgeguence
Transport IP-based networks convey data packetsrtbw delay-insensitiveelastic traffic such as file, web, and mail
their destination with variable one-way networkadal due to transfer. A significant effort has been made within
their best-effort feature. Network delay variatiofi media standardization bodies, academic institutions, illistry to
packets, known also amtwork delay jitter, crucially disturbs integrate packetized delay-sensitive services over data
the perceptual quality of packetized delay-sensitbervices networks. For instance, the IETF (Internet EngimgpTask
such as VolP, IPTV, and video conferencing. The imed Force) has defined a set of protocols to accomneodat
playing entity should seamlessly hide the percémfiacts due multimedia services over Internet such as RTP, RTSIP, and
to network delay jitter. Such a mechanism is ofefarred to as SDP [1]. Other important effort has been made gy IthU
de-jittering scheme, which should optimize the lateness-loss (International Telecommunication Union) and the ETS
total delay trade-off. (European Telecommunication Standardization Insfjtu

ization bodies [2, 3].
In this paper, we describe a novel de-jitteringoatgm for organization bodies [2, 3]

VoIP packet streams. The algorithm accommodateside w  Packetized Multimedia (including Voice) over IP \dee
range of network delay jitters. This is achievedhvithe help of increasingly replaces and extends circuit-switcheléphone
three sdlf-tuned first-order filters of experienced one-way service offered by Telecom providers in homes amidrprises,
network delays and delay variance. Following a eed-to-end a move often referred to arvice network conver gence [2, 3]
delay adjustment event, the de-jittering algoritmes for the However delivery of media packet streams over Hhdport
safety factor, which is used to calibrate the variance aroumd trsystems introduces new sources of impairments,hwaiie not

estimated average network delay, in order to optmihe
perceptual quality for a given network condition.hel
calibration process is performed using the recastoty of
estimated one-way network delays. This enableseadigt with
high accuracy the optimal end-to-end delay which bé used
till the next adjustment event. Simulation resufsVolPoW
(VolP over wireless) show that our de-jittering @ithm

found over ordinary telephone network, such as hirate
CODECs, transcoding, packet loss, delay non detésmiand
jitter. The low bit-rate coding schemes (video aaadio),
which are used to minimize network congestion, ificantly
influences the intelligibility of original contentMoreover,
VolP service introduces new sources of delay scfraaning,
gueuing, processing, and buffering delays.

significantly outperforms the baseline de-jitterimgorithm [5]

; . - There are several remedies to prevent/reduce tleegeal
in terms of instantaneous and overall perceptualityu P i

quality degradation of voice conversations carriacer IP

networks. Basically, perceptual quality can be iowed either
using network- and/or terminal- centric strategi@snetwork-

centric approach such as IntServ and DiffServ &esof
deploying adequate QoS mechanism at intermediatie ho
satisfy delay-sensitive service class needs [4]teAninal-

centric approach consists of well-engineering Qafhtrol

algorithms at sender and receiver sides to promebl with

incurred network impairments. For instance, thedsercan

The integration ofielay-sensitive services such as VolP andautomatically switch its transmission rate and @rtibn

IPTV over transport IP-based networks requires th@echanism according to the prevailing bandwidth padket
development of suitable protocols, architecturesd @0S loss behavior [5]. On the other hand, the recebasr passively
control algorithms. This class of services needsréteption of recover individual lost packets using packet losscealment
each sentnedia unit before its expected playback instant, butechnique and absorb delay jitter introduced bgéRvorks.

Keywords. VolP, Network delay jitter, de-jittering buffer
schemes, perceptual quality

1. Introduction



In this work, we focus on the de-jittering buffeshemes
used to remove jitter at the receiver side. Bdlgica receiver-
based network delay jitter absorption scheme dedaysals in
a buffer, referred hereafter to dsjittering buffer. This allows
producing uniform spaced media packets, as generated
sender side, which results in a faithful media nstaction.
The buffered media units are sent to the decodesrding to
their playback instants calculated by the de-jitigrbuffer
management algorithm, referred hereafter to phay-out

algorithm. The effective removal of network delay jitter

generally requires a set of statistical network sneaments
such as one-way network delays (usually estimeaed)delay
variance. In accordance, the end-to-end delay mpasty
adjusted to optimize the perceptual quality fori\aeg network
condition.

significantly influence the performance of anydittremoval
scheme.

This paper describes a novel perceptual-basedtisaifi
playback algorithm of VolP packet stream. The psmubplay-
out algorithm updates, upon the reception of a pawket,
three statistical measurements of the average mlethaday and
variance based on three self-calibrated first-ordiéers.
Following a new end-to-end delay adjustment eveahg
proposed algorithm looks for the best safety factmred to
calibrate the delay variance, which optimizes tleeceptual
quality over the last active period. This predigtih high
accuracy the optimal end-to-end delay, for a ginetwork
condition, which will be used till next adjustmetent. Notice
that the vocal conversational perceptual qualityesimated
based on a single-ended parametric speech qualityein
Simulation results of VolPoW (VolP over Wirelesdearly
show that our proposed algorithm significantly arfprms the
baseline de-jittering algorithms in terms of ackidv
instantaneous and overall perceptual quality.

The remainder of this paper is organized as folld®extion
2 surveys de-jittering algorithms used in the cenhtd packet-
based voice conversations and highlights the ditfjc
associated with calibration aspects. Section 3gmtesour play-
out algorithm designed specifically to be self-tgni and
guality-aware. The evaluation of our play-out aition is
given in Section 4. We conclude in Section 5.

2. Tuning difficulty of jitter absor ption
techniques

Typically, a play-out algorithm of a VolP packetrestm
adjusts dynamically the end-to-end latency to feltbe current
trend of network delay and jitter (delay variandgsically, the
adjustment of end-to-end latency is performed atstart of a

The methodologies adopted by the play-ou
algorithm to measure and process network measutsmen

new talk-spurt This results in the expansion or compression of
the original silence duration [4]. It is well-reatiged that such

a strategy efficiently hides to certain extent tilisturbing
perceptual effect caused by de-jitter buffer dyr@ami his class
abf play-out algorithms, often referred to qer-talk-spurt
algorithms, has been extensively studied in the literatures[4

6, 7]. Per-talk-spurt algorithms can be classifigtd predictive
andreactive de-jittering schemes [4]:

—Predictive approaches. They gather the history of a set of
statistical network measurements such as one-wayone
delay, delay variation, and packet loss. Followagew
end-to-end adjustment event, predictive strategstBnate
the optimal play-out latency by treating the resuord
history. In our opinion, predictive approaches, ebhiare
optimized for traces captured over wide area IRvogts,
are unsuitable for VolP conversations over dynamic
transport systems such as mobile heterogeneousrietw

—Reactive approaches. They use TCP-similar formulas to
estimate the current trend of network delay andayel
variation. The acquired statistical measuremerdgsuaed at
a given adjustment instant to estimate the optiemal-to-
end delay for next active period. Thmsdline reactive
strategy described by R. Ramjee et al in [6] udes t
following expressions to update the average netvdetly
and delay variance:

)
)

Tunj = (’“xTij-lj-l +(1-0) xTunj

<>

= oxVl +(1-a) ‘ -flr] =T

Where,'T'i’”j and T.n, are the estimated and measured network
delays upon the reception 8fpacket of f{ talk-spurt triggered

upon the reception of thé"ipacket, \7|”J is the average of
network delay variation, and®a < 1 is the auto-correlation
factor, referred hereafter to fiker-gain . The closer the value
of o to 1 (resp. 0) is, the larger (resp. smallerhis influence
of previously sampled measurements relative to ectirr
measurement. Figure 1 illustrates timing associafiéd played
voice packets.
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Figure1: Timing constraints of VoIP playback process.

! The speech signal source during an interactivahamnversation switches
between active, known as talk-spurt, and silencege



R. Ramjee et al recommended set the filter-gairto
0.99802 which was obtained empirically [6]. Thiduewas
only intended to smooth-out transient one-way netwaelay
variations in the estimation of mean network delayimprove
the responsiveness of the fixed-gain baseline playalgorithm
while filtering transient delay variations, R. Ramj et al
proposed a second reactive strategy which uses gain
factors,a anda’ to compute the average network delay< o)
[6]. This policy is intended to follow more closeind quickly
network delay variations. The performance of thisategy
remains close to the fixed-gain baseline strateéggesit only

3
(4)

-rln] = air,]j x Tij-lj-l +(1- (’“i]:lj) xTi,nj
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Where,a{‘j refers to the value of filter-gain at the receptd |

packet of ff talk-spurt started at th& ioice packet. In [9], M.
Narbutt et al. proposed a de-jittering policy laukt-adaptive,

which computes the filter-gain at run-time for eaeteived
packet. To do that, authors build off-line an erfigair function
which associates with each short-term average nktdelay

uses two fixed gains rather than a dynamic gaintofac variation the suitable value af. The precise form of the

computed at run-time for each received packet. b\wg the
condition used to select the gain value does nowdiltering
adequately transient delay variation resulting mextremely
reactive behavior [4]. This may result in a larged¢o-end
delay adjustment which likely deteriorates the pimed
quality.

To avoid the critical influence of the gain facton the
behavior of reactive playback strategy, R. Ramj¢eale
proposed a third policy which does not use a gaitof at all to
determine the mean network delay. It is more agiresto
follow network delays by assigning the value mfnimal

developed function remains unknown since it is bjext to a

patent. Basically, a high value is assignedotovhen the

playback process detects a low delay jitter ingiae network.

However, a low value is assigned towhen the playback
process detects a high delay jitter inside the askw
Performance evaluation af-adaptive policy showed that it
achieves better lateness-loss/total delay trade-tféin

conventionalreactive and predictive de-jittering schemes [9,
10].

Following the reception of thd'ipacket, which triggers the
start of a new talk-spurt, previously describecttiga policies

network delay observed over the last talk-spurt to the averagmlculate the value of next end-to-end delay devid [6]:

network delay. A fourth playback algorithm was desd to
deal with a pertinent feature of network delaysesbsd over
wide area IP networks during packetized voice cosat®ns.
Indeed, by probing network delay traces, R. Rangeeal.

n_n an
Tp _Ti,l +vai,l

(®)

noticed the presence oflelay spike that represents an Where,T’;‘ is the end-to-end delay which will be used for fle

unpredictable raise followed by a linear decreasens-way
network delays [6]. To properly account for suclpextinent
feature, authors equipped this playback policy witbh modes:
Normal and Impulse. During Normal mode, the aldwnituses
the fixed-gain baseline algorithm, whereas durimgpulse
mode the algorithm updates the average networky deitéaout
using any gain factor. Two triggering conditions aefined in
order to switch from Normal to Impulse mode, andwasely.
Notice that these conditions may differ from oné&emware
playback algorithm to another [7, 8]. The behawbthe spike-
aware playback policy remains identical to the dibgain
baseline algorithm under normal conditions. Thigoathm
outperforms notably the baseline algorithm only fielay
traces characterized by a large number of spies [6

The above description proves the difficulty and the

relevance of filter-gain factor tuning and caliliwatprocess. In
reality, a magic static gain factor that performslivunder all
network circumstances is not possible [9]. Thiseotation has
motivated researchers to design new reactive tiHiy

algorithms which use a dynamic filter-gain computgdrun-

time [9, 10, 11, 12]. The discrepancy between hffie
proposals stems from the method used to calcutatedlue of
filter-gain at run-time. As such, the average orsrwetwork
delay and delay jitter are given by:

talk-spurt, B, known as thesafety factor, is used to control
lateness-loss/total delay trade-off. The highesgrdower) the
value of is, the larger (resp. smaller) is the end-to-eakhy
and the lower (resp. higher) is the lateness-lass.rR. Ramjee
et al. recommended setting the valugddd 4. This value was
selected following an empirical tuning process gsinset of
traces captured from a wide area IP network [6]ndée this
value will surely be unsuitable for other voicemsport systems
such as last- and multi- hop wireless data netwoilkss
observation has motivated researchers to seeknatime the
safety factor that likely optimizes the reactive-jitkering
policy performance for a given network delay bebail3,
14]. As such, the end-to-end delay is calculatefbliswys:

T =T +B, XV, 6

where, B, is the value of safety factor used for the compomat
of end-to-end delay of the™ntalk-spurt. Basically, a small
(resp. large) value of, i.e., below (resp. above) 4, is only
required when delay variance is high (resp. low)ider to
prevent excessive late arrivals while keeping thky below
an acceptable range [13, 14]. Basically, there btw®
approaches, which can be adopted to look for titatda value
of B, at run-time:



(1) Function-based approach: The calculation o, is based
on a pre-defined function which is developed affeli
based on a training process [12]. The network dmrdis
characterized using measures such as mean netefark d
lateness-loss ratio, or mean network delay jittejch

altered silence period duration, and sometimes waerlap
between consecutive talk-spurts. This notably imgpahe
intelligibility of presented voice stream [4]. Olnet other hand,
a stable reactive de-jittering policy will be unattb follow
closely and quickly the prevailing network delaynddion.

may be used as input parameters of the developé&tis may lead either to a large lateness-lossalrratio, when
function. This strategy does not require recording-way network delay is under-estimated, or needlesslgelatotal
network delay measurements, and hence preserves ldtency, when network delay is over-estimated. ¢¢othat the

intrinsic assumption of reactive de-jittering pglic

(2) History-based approach: The calculation of§, needs the
processing of one-way network delay histgdy.may be

assigned to the value which maximizes the percéptLP
quality over the recorded history [13]. As suchg th
resulting policy can be seen as a combination batwe

intrinsic features of reactive and predictive piekc

The empirical performance study undertaken by Rnjea
et al. and subsequently by L. Sun et al. of reacpelicies
showed that each de-jitter algorithm is able tecefhtly absorb
network delay jitter for a given network delay cdiuh, e.g.,
low network delayl/jitter [6, 14]. Guided by thiss#yvation, L.
Sun et al. proposed a playback algorithm which raatacally
adopts the adequate reactive de-jitter policy atiogrto the
prevailing one-way network delay condition [14]. Melvin
proposed a similardelay-aware playback strategy which
switches between the static and the baseline adapte-
jittering policies [4]. The selection of a de-jitteacheme is
performed according to the prevailing trend of rakvdelay.
In our opinion, it is more suitable to concurrentn several
filters on incoming one-way network delay measunetsieThe
obtained statistical estimates of mean networkydetal delay
variation can be subsequently useful to calculhge duitable
total delay for the next talk-spurt. In additione Welieve that a
de-jittering policy which uses reactive strategy dstimate
average network delay and delay variance and preglic
strategy to calibrate the safety factor will surelytperform
each de-jittering policy run alone, for all netwodelay
conditions. In fact, in such a case, the agilityre@fctive and
stability of predictive policies can be mixed tcheave optimal
prediction of network delay behavior, which resduilts the
maximization of users’ satisfaction for a given watk
condition.

3. Sdf-tuned multi-filter perceptual-based de-
jittering buffer algorithm

To efficiently deal with a wide range of networkalejitter
conditions, especially observed ovaobile networks, a flexible
de-jittering policy is required. Such a policy shbyroperly
trade-off betweeragility and stability in the computation of
average network delay and delay variance measutemesed
to calculate the end-to-end delay. An agile deditly policy
will result in quick reaction to transient delayaciges with
consequent significant expansion or compressitin od the

agility/stability of a per-talk-spurt delay jiteremoval
algorithm is also linked to a set of configuratiparameters
used by the voice application such as hang-oveatiun,
acket duration, and Voice Activity Detection (VAD)
aﬂgorithm [4].

To achieve adequate agility over dynamic netwonks,
develop a new playback policy which updates therage
network delay and delay variance based on thdegtive-gain
first-order filters proposed and studied in [15heTfilter-gain is
calculated using glass-box explicit mathematicgbregsions,
unlike black-box empirical functions. These filtdiave been
developed for therovision of accurate prediction of network
statistical measures such as network delay andt-tdron
available bandwidth over mobile networks. Upon itbeeption
of a new arrival, each filter separately updatas$ maintains its
estimation of average network delay and delay wagaThe
first-order and adaptive value of the gain factonstitute the
intrinsic common features of all used filters. Thaffer in the
method used to compute the value of filter-gain.e Th
operational mode of the adopted three filters cam b
summarized as follows:

(1) Flip-flop Filter (FF): It usestwo static-gain first-order
moving average filters to update the average ndtwetay
and delay variation estimates. The first (resposdifilter,
that has a static-gain value equal to 0.1 (ref), & agile
(resp. stable). The FF filter is somehow similar the
second policy described in [6], but differs in tbendition
used to switch between agile and stable filtersorUghe
reception of a new one-way network delay meastiee FF
filter selects the agile or stable filter to updateerage
network delay and delay variation using an adaptedion
of control chart algorithm [15].

(2) Sability Filter (SF): It dynamically adapts the value of
filter-gain according tonetwork instability. The SF filter
was conceived to smooth-out the calculated averages
network delay and delay variance estimates, when th
network delay exhibits an unstable behavior. Adisaaise
of network instability, detected through conseacaitiv
divergent network delay measures, entails an iserest
filter-gain. This behavior makes the filter morealde,
which lead to efficiently filter-out transit delayariation.
Theraw network instability is measured upon the reception
of i packet, as follows:

Tree— T (7

net net

S|:




where, T

net
packet. The raw instability measures ofaB smoothed as
follows:

refers to the encountered network delay "f i

Upon the detection of a new talk-spurt, three esti® of
average network delay and delay variance are dleilaAs
such, the estimated end-to-end delay of next talktscan be

calculated for each filter as follows:

§ =8xS,+(1-8)xs ®

Tf,np = Tf,ni,l +B, % \7fr,]i,l 13)
where,s is the filtered measure of network instability
calculated upon the reception 8f packet and is a static

smoothing factor. The greater the vaIueA$>fs, the higher

where, Tff‘p is the end-to-end delay calculated based on filter
which belongs to the set {FF, SF, EF—F{h and ¢7,, are the

is the network instability. M. Kim et al. recommentj produced estimates by the filter f of average omag-wetwork
following an empirical study, to assign the valué € & delay and delay variancg;, is the value of the safety factor

[15]. The filter-gain of SF filterg;, is computed upon the which is dynamically calculated for each filtertftae start of
reception of ' packet, as follows: ' the " talk-spurt. The selection of suitable valueBgfis based

on the maximization of theonversational perceptual quality
éi ) for a given network delay history.

Typically, the conversational quality is quantifiading the
MOS. (Mean Opinion Score), which varies between
where, Sax is the maximal value of;®ver the ten most (unacceptable quality) and 5 (excellent quality§][TThe MOS
recent samples. The closer the valueépfto Sya is, the is affected by the network and lateness packet llat_is and

i . end-to-end delay. The smaller the total packet lag® and
closer the value ok to 1 As Sl.JCh’ the filter .output. will delay are, the better is the conversational qualityreality,
.beCO”.‘_e more stable during periods characterized bigh packet lateness-loss ratio and total delay arelyidjhked since
instability. an increase of total delay leads to a reductionpatket
(3) Error-based Filter (EF): It dynamically updates the filter- lateness-loss ratio, and conversely. In our cas#gcaease of

gain according to therediction error between estimated Pr» entails a decay of total delay at the expense pétantial

and measured one-way network delays. Basicallyigheh increase of packet lateness-loss ratio, and coelyerSigure 2

(resp. lower) filter-gain value is used when théneates illustrates the effect of varying the value of sgfiactor;, on

network delays exhibit a good (resp. bad) precisiith the MOS.. The curve trend can be explained as follows, wien

measured ones. The prediction error is given by: value of the safetf;,, is too low then roughly all voice packets
are ignored. This leads to a very pdostening perceptual
quality. A gradual increase off;, results in decrease of
lateness-loss packet ratio, which entails an imgmuent of
] ] listening perceptual quality. However, beyond a taiar
is the EF filter output calculated upon thepreshold, the total delay becomes excessivelyelargich
reception of packet number i-1. The raw predictenor significantly degrades the quality of interactiontheut a
measures are smoothed, as follows: significant improvement of listening perceptual lifya As
such, the goal of our network delay jitter remopalicy is to
assign for each filter the value that maximizesNt@S; to ;..
Notice that such a strategy requires recording aetvdelay
Qistory, which constitutes the intrinsic featurepoédictive de-
Jittering policy.

5

e (10)

net net

E, =

where, Ti%

net

E, :Xxéi—l"'(l_?‘)in (11)
where, Ei is the filtered prediction error measure upon th

reception of ' packet and. is a smoothing factor set to 0.6.
The filter-gain of EF filter is calculated as fols:

a

i (12)

Mean Opinion Score (MOS)

where, Eaxis computed in a similar way tg,§. As we can

see, the lower the prediction error value is, tloser is the

value of o; to 1, which assures filter stability. A high
prediction error value results in a decrease ofittex-gain, '

which allows a fast convergence to actual one-watwark ' '9ure 2
delay trend.

3 9

or Br

12 15

6
Safety fact

Inherent trend of the conversational perceptuadlity
scores, MO§ as a function of,.



As we can see, there is a requirement to quantiBerved by one access point at a given instantathess points

automatically the MOS to determine the suitablg,. Several
conversational speech quality estimate models hbgen

reported in the literature [14, 17]. In this worke use the no-
reference parametric speech quality estimate mdeletloped
by K. Fujimoto et al. [17]. This model assumes tliaée

perceptual annoying effect due to total packet ksd delay
are additive in psychological scale. It has bedibieaed for

the standard widely-used ITU-T speech CODEC G.Blifcan

be extended to cover other CODECs. The M@® a given

packet loss ratio and end-to-end delay is obta@sefbllows:

MOS; (PLR, d) = 4.10 - 0.195xplr + 2.64x1® - 1.86x10d”
+1.22x10d® (14)

where, PLR is the total packet loss ratio and desgnts the
end-to-end delay. At the start of a new talk-sptinet, developed
algorithm seeks, for each filter, the valuefgf that maximizes
MOS.. The input parameters, namely total packet loss ead
delay, of speech quality estimate model given ida) (are
calculated for each value @f, using the history of recorded
network delays. Upon the detection of a reductibthe MOS
following an increase of;,, our playback policy switches off
the tuning process and records the optimal valuthefsafety
factor. The history contains experienced one-waywoik
delays over the last T seconds. The duration dbhiscan be
either static or dynamic. In this work, we use $tegtic interval
set to 9 s. By the end of the history-based autortuprocess,
three optimal MOS scores -- one value per filter -- will be
available for the de-jittering algorithm. Obviouslyour
developed policy selects the configuration, i.be taverage
network delay, delay variance, and safety factohictv

optimizes the MOS Notice here that the designed algorithm is 4.

CODEC aware since the calculation of the end-to-delhy
depends on the speech quality estimate model whispecific
for each CODEC.

Algorithm 1 summarizes our developed auto-tuned de9.

jittering policy. Basically, the algorithm recordlse one-way
network delay history using a rolling list whicheges the recent
observations. The average network delay and delggnce are
separately updated using each filter. At the oenge of a new
talk-spurt, the playback algorithm seeks the safatyor that

optimizes the perceived quality for each filter otle recorded
history. After obtaining the best safety factor éarch filter, our
developed algorithm selects the total latency thatimizes the
perceptual quality among all available MGs8ores.

4. Performance evaluation

In order to investigate the performance of our giesd
playback policy over mobile network, we simulatee th
configuration illustrated in Figure 3 using NS23]1The
simulated test-bed includes two access points tsdaridge
between wired and wireless worlds. End nodes saelsd and

are linked using an existing infrastructure whiaklides one
core router and two high capacity wired links (ségure 3).
The wireless interface data rate is set to 2 M@pais, the
wireless link constitutes the bottleneck of all abdished
connections. The distributed access protocol IEBE.BLb is
used in order to resolve contentions. All mobilede® are
assumed to remain stationary during a simulation ru

Algorithm 1 : Self-tuned quality-aware de-jittering policy

T The " total latency calculated based on the filter f
i ; The average network delay calculated using tter fiat the

reception of | packet of i talk-spurt started af'ipacket
vy IE The average delay variance calculated usingiltiee ffat

the reception of] packet of ff talk-spurt started af'ipacket
INC: The increment amount of the safety fagipr

H: A rolling list of one-way delay history

opt[3]: An array containing optimal score achielbgdeach filter
Beta[3]: An array containing optimal safety factor each filter
FF: Flip-Flop filter, SF: Stability Filter, EF: Eor-based Filter
Bmin @andPmax are the lower and upper threshold$,of

LossRate (): A function which returns the numbfeigonored
packets for a given network delay history andag/phck latency
MOS(): A model estimating the conversational peraaptjuality
MaxIndex( ): A function which returns the indextb® maximal
value of a given array of floats

1. for each received packdb
2. if (new talk-spurt == FALSE)
3. update the history of network delay H

for each filter fe {FF, SF, EF}do

5. update the weighted network delay and variance

6. end for

7. dse

8. for each filter fe {FF, SF, EF}do
Beta[fl« Bmin, SCOre— 1

10. do

11. opt[f] « score

12. Tf?p - :I\-f,ni,l + Beta[ﬂx \7frji,l

13. PLR «LossRate (HTf”p)

14. score<—MOSC(PLR,-|-fnp )

15. Beta[f] < Beta[f] + INC

16. until (score <= opt[f] 0B > Pmay

17. end for

18. f « MaxIndex (opt)

19.  T)<T), +Betalf] xV7,

20. Initialise H

21. endif

/I Playback instant of"jpacket of f talk-spurt started al'ipacket
22. 1" =T" +T)

pi.j shi

23.end for
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Figure 3: Hybrid wired/wireless simulated test-bed.

A bidirectional voice conversation is establishestween
the two VolP terminals included in the test-bede(Eggure 3).
Voice streams are synthesized using an ON/OFF meldieh
imitates a realistic packet-based voice source waevoice
activity detection algorithm is used. The data &ttapplication
level is equal to 64 kbps in order to mimic thepuitof the
CODEC G.711. The packet duration is set to 20 mglhwh
implies a payload size equal to 160 bytes and paeite equal
to 50 packets / second. The voice conversation fast250 sec.
Two background stations are used in order to irserethe
network workload. Background traffic is sent towaneé wired
sink node from the start to the end of the simafatiun. The
intensity of background traffic has been variedoading to
packet size, which was varied from 500 to 1500 Bytend
maximal TCP tolerable window size, which was varfienn 5
to 30 packets. Figure 4a illustrates the incurret-way
network delays when background traffic is disablddwever,
Figures 4b and 4b illustrate the effect of diffarémected
background traffic intensities on one-way netwoekag. From
Figure 4a, we can observe that voice packets reathe
receiver side roughly instantaneously without nietaietwork
delay jitter. Figures 4b and 4b illustrate the imed one-way
network delay when background traffic is enabled.slch
conditions, voice packets sustain high one-way ydeland
delay variations. This is due to the best-effodparty of the
transport network. In addition, the examined VolBice
packets travel through two wireless hops which dase
dramatically the network latency. Moreover, the kmcize of
background traffic is relatively long (> 500 bytes)ich
blackouts the wireless channel for a significantatian.
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Figure5: Influence of background traffic on VolP packets.

As such, voice packets are enforced to wait fororgl
duration either at the mobile node interface or the
transmission queue of the access point. Moreovhg t
background traffic attempts to efficiently use theailable
bandwidth which will quickly saturate the wireleshannel.
Further, the acknowledgment packets sent by sinkeno
increase the cell load and results in contentionth woice
packets as well as background data packets. Figah®ws the
effect of different background traffic intensitiea packet loss
ratio and mean one-way network delay and jittégufes 6a
and 6b illustrate the behavior of the baselinegyplvhere the
gain value is set to 0.99802, and our self-tuneditdging
policy. Figure 6 clearly shows that our self-tunpldy-out
algorithm follows more closely network delay vaigals than
the baseline playback algorithm. The self-tuned badeline
playback algorithms entail an overall lateness-Iad® equal
to 32.13% and 10.10%, respectively. On the otherdhéhe
self-tuned and baseline playback algorithms emtailean total
delay equal to 761 ms and 1105 ms, respectivelg. réduced
packet lateness-loss ratio achieved by the basglaghack
algorithm is performed at the expense of a draniaticcase of
total delay. This total delay exceeds significaritig tolerable
one-way delay in the context of conversational isess
(<400ms). Figure 7 gives the instantaneous peraépfuality
achieved by the self-tuned and the baseline pld&ybac
algorithms. The perceptual quality is estimatedngisian
adapted version of ITU-T E-Model which producesatput a
rating factor varying between 0 (bad quality) an@01
(Excellent quality) [10]. The assessment periodatian is set
to 10s. These curves prove that the self-tuned -q@lay
algorithm improves considerably the perceived duativer
time. Moreover, our self-tuned policy achieves #dyeoverall
rating factor at the end of the voice conversafgae Figure 7).
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Figure 6 : Behavior of our self-tuned de-jittering policgrapared
with the baseline policy (background packet siZb80 bytes).
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The pie charts depicated in Figure 8 illustrate tiser
satisfaction throughout the packet-based voice exsation.
These charts are produced based on the perceptn&buc
concept described in [10]. Plotted pie charts shihasthe self-
tuned playback algorithm outperforms the baselifey/hack
policy at perceptual level. For instance, the baeetle-jitter
algorithm produces a poor perceptual quality duBagépe of the
voice conversation duration, whereas the self-tupkg-out
algorithm reduces this ratio to 46% of the studiace
conversation.

5. Conclusion and future wor k

In this paper, we presented a new de-jittering ritlgm of
packet-based voice conversations. The designed-gpiy
algorithm has flexibility to cope with a wide rangé delay
jitters observed over mobile networks. It concutliseruses
three adaptive-gain first-order filters to calcelahe optimal
end-to-end delay. At the occurrence of an adjustreeant, it
self-tunes at run-time the safety factor that lkeptimizes the
perceived quality. Simulation results of VolPoW shihat our
de-jittering algorithm outperforms the baselineefixgain and
safety factor de-jittering policy at perceptual dev The
obtained results exhibit that contention delay ajitter
constitutes a potential source of quality degraaafithrough
both playout delay and late packet loss) which khdae
properly reduced using dedicated algorithms antbpods. The
delay-sensitive feature of packet-based voice awati®ns
should be considered by access as well as cores rspecially
in wireless environments. This will be investigatiedther in
our future work as we examine the contribution tk@S
enabled protocols such as 802.11e can make.
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